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Apéndice I

VORTEX: A Computer Simulation Model
for Population Viability Analysis

Robert C. Lacy

Department of Conservation Biology, Chicago Zoological Society,
Brookfield, Illinois 60513, U.S.A. )

Abstract

Population Viability Analysis (PVA) is the estimation of extinction probabilities by analyses that
incorporate identifiable threats to population survival into models of the extinction process. Extrinsic
forces, such as habitat loss, over-harvesting, and competition or predation by introduced species, often
lead to population decline. Although the traditional methods of wildlife ecology can reveal such
deterministic trends, random fluctuations that increase as populations become smaller can lead to
extinction even of populations that have, on average, positive population growth when below carrying
capacity. Computer simulation modelling provides a tool for exploring the viability of populations
subjected to many complex, interacting deterministic and random processes. One such simulation
model, VORTEX, has been used extensively by the Captive Breeding Specialist Group (Species Survival
Commission, IUCN), by wildlife agencies, and by university classes. The algorithms, structure,
assumptions and applications of VORTEX are described in this paper.

VORTEX models population processes as discrete, sequential events, with probabilistic outcomes.
VorTEX simulates birth and death processes and the transmission of genes through the generations by
generating random numbers to determine whether each animal lives or dies, to determine the number
of progeny produced by each female each year, and to determine which of the two alleles at a genetic
locus are transmitted from each parent to each offspring. Fecundity is assumed to be independent
of age after an animal reaches reproductive age. Mortality rates are specified for each pre-reproductive
age-sex class and for reproductive-age animals. Inbreeding depression is modelled as a decrease in
viability in inbred animals.

The user has the option of modelling density dependence in reproductive rates. As a simple model
of density dependence in survival, a carrying capacity is imposed by a probabilistic truncation of each
age class if the population size exceeds the specified carrying capacity. VORTEX can model linear trends
in the carrying capacity. VORTEX models environmental variation by sampling birth rates, death rates,
and the carrying capacity from binomial or normal distributions. Catastrophes are modelled as sporadic
random events that reduce survival and reproduction for one year. VORTEX also allows the user to
supplement or harvest the population, and multiple subpopulations can be tracked, with user-specified
migration among the units.

VORTEX outputs summary statistics on population growth rates, the probability of population
extinction, the time to extinction, and the mean size and genetic variation in extant populations.

VORTEX necessarily makes many assumptions. The model it incorporates is most applicable to species
with low fecundity and long lifespans, such as mammals, birds and reptiles. It integrates the interacting
effects of many of the deterministic and stochastic processes that have an impact on the viability
of small populations, providing opportunity for more complete analysis than is possible by other
techniques. PVA by simulation modelling is an important tool for identifying populations at risk of
extinction, determining the urgency of action, and evaluating options for management.

Introduction -

Many wildlife populations that were once widespread, numerous, and occupying con-
tiguous habitat, have been reduced to one or more small, isolated populations. The causes
of the original decline are often obvious, deterministic forces, such as over-harvesting,
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habitat destruction, and competition or predation from invasive introduced species. Even if
the original causes of decline are removed, a small isolated population is vulnerable to
additional forces, intrinsic to the dynamics of small populations, which may drive the
population to extinction (Shaffer 1981; Soulé 1987; Clark and Seebeck 1990). Of particular
impact on small populations are stochastic processes. With the exception of aging, virtually
all events in the life of an organism are stochastic. Mating, reproduction, gene transmission
between generations, migration, disease and predation can be described by probability
distributions, with individual occurrences being sampled from these distributions. Small
samples display high variance around the mean, so the fates of small wildlife populations
are often determined more by random chance than by the mean birth and death rates that
reflect adaptations to their environment.

Although many processes affecting small populations are intrinsically indeterminate, the
average long-term fate of a population and the variance around the expectation can be
studied with computer simulation models. The use of simulation modelling, often in con-
junction with other techniques, to explore the dynamics of small populations has been
termed Population Viability Analysis (PVA). PVA has been increasingly used to help
guide management of threatened species. The Resource Assessment Commission of Australia
(1991) recently recommended that ‘estimates of the size of viable populations and the risks
of extinction under multiple-use forestry practices be an essential part of conservation
planning’. Lindenmayer et al. (1993) describe the use of computer modelling for PVA, and
discuss the strengths and weaknesses of the approach as a tool for wildlife management.

In this paper, I present the PVA program VORTEX and describe its structure, assumptions
and capabilities. VORTEX is perhaps the most widely used PVA simulation program, and
there are numerous examples of its application in Australia, the United States of America
and elsewhere.

The Dynamics of Small Populations

The stochastic processes that have an impact on populations have been usefully categor-
ised into demographic stochasticity, environmental variation, catastrophic events and genetic
drift (Shaffer 1981). Demographic stochasticity is the random fluctuation in the observed
birth rate, death rate and sex ratio of a population even if the probabilities of birth and
death remain constant. On the assumption that births and deaths and sex determination are
stochastic sampling processes, the annual variations in numbers that are born, die, and are
of each sex can be specified from statistical theory and would follow binomial distributions.
Such demographic stochasticity will be important to population viability only in populations
that are smaller than a few tens of animals (Goodman 1987), in which cases the annual
frequencies of birth and death events and the sex ratios can deviate far from the means.
The distribution of annual adult survival rates observed in the remnant population of
whooping cranes (Grus americana) (Mirande et al. 1993) is shown in Fig. 1. The innermost
curve approximates the binomial distribution that describes the demographic stochasticity
expected when the probability of survival is 92-7% (mean of 45 non-outlier years).

Environmental variation is the fluctuation in the probabilities of birth and death that
results from fluctuations in the environment. Weather, the prevalence of enzootic disease,
the abundances of prey and predators, and the availability of nest sites or other required
microhabitats can all vary, randomly or cyclically, over time. The second narrowest curve
on Fig. 1 shows a normal distribution that statistically fits the observed frequency histogram
of crane survival in non-outlier years. The difference between this curve and the narrower
distribution describing demographic variation must be accounted for by environmental
variation in the probability of adult survival.

Catastrophic variation is the extreme of environmental variation, but for both method-
ological and conceptual reasons rare catastrophic events are analysed separately from the
more typical annual or seasonal fluctuations. Catastrophes such as epidemic disease,
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Fig. 1. Frequency histogram of the proportion of whooping cranes
surviving each year, 1938-90. The broadest curve is the normal
distribution that most closely fits the overall histogram. Statistically,
this curve fits the data poorly. The second highest and second
broadest curve is the normal distribution that most closely fits the
histogram, excluding the five leftmost bars (7 outlier ‘catastrophe’
years). The narrowest and tallest curve is the normal approximation
to the binomial distribution expected from demographic stochasticity.
The difference between the tallest and second tallest curves is the
variation in annual survival due to environmental variation.

hurricanes, large-scale fires, and floods are outliers in the distribution of environmental
variation (e.g. five leftmost bars on Fig. 1). As a result, they have quantitatively and
sometimes qualitatively different impacts on wildlife populations. (A forest fire is not just
a very hot day.) Such events often precipitate the final decline to extinction (Simberloff
1986, 1988). For example, one of two populations of whooping crane was decimated by
a hurricane in 1940 and soon after went extinct (Doughty 1989). The only remaining
population of the black-footed ferret (Mustela nigripes) was being eliminated by an outbreak
of distemper when the last 18 ferrets were captured (Clark 1989).

Genetic drift is the cumulative and non-adaptive fluctuation in allele frequencies resulting
from the random sampling of genes in each generation. This can impede the recovery or
accelerate the decline of wildlife populations for several reasons (Lacy 1993). Inbreeding, not
strictly a component of genetic drift but correlated with it in small populations, has been
documented to cause loss of fitness in a wide variety of species, including virtually all
sexually reproducing animals in which the effects of inbreeding have been carefully studied
(Wright 1977; Falconer 1981; O'Brien and Evermann 1988; Ralls et al. 1988; Lacy et al.
1993). Even if the immediate loss of fitness of inbred individuals is not large, the loss of
genetic variation that results from genetic drift may reduce the ability of a population to
adapt to future changes in the environment (Fisher 1958; Robertson 1960; Selander 1983).

Thus, the effects of genetic drift and consequent loss of genetic variation in individuals
and populations have a negative impact on demographic rates and increase susceptibility
to environmental perturbations and catastrophes. Reduced population growth and greater
fluctuations in numbers in turn accelerate genetic drift (Crow and Kimura 1970). These
synergistic destabilising effects of stochastic process on small populations of wildlife have
been described as an ‘extinction vortex® (Gilpin and Soulé 1986). The size below which a
population is likely to be drawn into an extinction vortex can be considered a ‘minimum
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viable population’ (MVP) (Seal and Lacy 1989), although Shaffer (1981) first defined a
MVP more stringently as a population that has a 99% probability of persistence for
1000 years. The estimation of MVPs or, more generally, the investigation of the probability
of extinction constitutes PVA (Gilpin and Soulé 1986; Gilpin 1989; Shaffer 1990).

Methods for Analysing Population Viability

An understanding of the multiple, interacting forces that contribute to extinction vortices
is a prerequisite for the study of extinction-recolonisation dynamics in natural populations
inhabiting patchy environments (Gilpin 1987), the management of small populations
(Clark and Seebeck 1990), and the conservation of threatened wildlife (Shaffer 1981, 1990;
Soulé 1987; Mace and Lande 1991). Because demographic and genetic processes in small
populations are inherently unpredictable, the expected fates of wildlife populations can be
described in terms of probability distributions of population size, time to extinction, and
genetic variation. These distributions can be obtained in any of three ways: from analytical
models, from empirical observation of the fates of populations of varying size, or from
simulation models.

As the processes determining the dynamics of populations are multiple and complex, there
are few analytical formulae for describing the probability distributions (e.g. Goodman 1987;
Lande 1988; Burgmann and Gerard 1990). These models have incorporated only few of the
threatening processes. No analytical model exists, for example, to describe the combined
effect of demographic stochasticity and loss of genetic variation on the probability of
population persistence.

A few studies of wildlife populations have provided empirical data on the relationship
between population size and probability of extinction (e.g. Belovsky 1987; Berger 1990;
Thomas 1990), but presently only order-of-magnitude estimates can be provided for
MVPs of vertebrates (Shaffer 1987). Threatened species are, by their rarity, unavailable
and inappropriate for the experimental manipulation of population sizes and long-term
monitoring of undisturbed fates that would be necessary for precise empirical measurement
of MVPs. Retrospective analyses will be possible in some cases, but the function relating
extinction probability to population size will differ among species, localities and times
(Lindenmayer et al. 1993).

Modelling the Dynamics of Small Populations

Because of the lack of adequate empirical data or theoretical and analytical models to
allow prediction of the dynamics of populations of threatened species, various biologists
have turned to Monte Carlo computer simulation techniques for PVA. By randomly
sampling from defined probability distributions, computer programs can simulate the
multiple, interacting events that occur during the lives of organisms and that cumulatively
determine the fates of populations. The focus is on detailed and explicit modelling of
the forces impinging on a given population, place, and time of interest, rather than on
delineation of rules (which may not exist) that apply generally to most wildlife populations.
Computer programs available to PVA include sPGpPC (Grier 1980a, 1980b), Gapps (Harris
et al. 1986), RAMAS (Ferson and Akc¢akaya 1989; Akcakaya and Ferson 1990; Ferson 1990),
FORPOP (Possingham et al. 1991), ALEX (Possingham et a/. 1992), and siMpopP (Lacy et al.
1989; Lacy and Clark 1990) and its descendant VORTEX.

SiMPOP was developed in 1989 by converting the algorithms of the program spGpc
(written by James W. Grier of North Dakota State University) from BASIC to the C
programming language. SIMPOP was used first in a PVA workshop organised by the Species
Survival Commission’s Captive Breeding Specialist Group (IUCN), the United States Fish
and Wildlife Service, and the Puerto Rico Department of Natural Resources to assist in
planning and assessing recovery efforts for the Puerto Rican crested toad (Peltophryne
lemur). SiMpoP was subsequently used in PVA modelling of other species threatened
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with extinction, undergoing modification with each application to allow incorporation
of additional threatening processes. The simulation program was renamed VORTEX (in
reference to the extinction vortex) when the capability of modelling genetic processes was
implemented in 1989. In 1990, a version allowing modelling of multiple populations was
briefly named VORTICES. The only version still supported, with all capabilities of each
previous version, is VORTEX Version 5.1.

VORTEX has been used in PVA to help guide conservation and management of many
species, including the Puerto Rican parrot (4mazona vittata) (Lacy et al. 1989), the Javan
rhinoceros (Rhinoceros sondaicus) (Seal and Foose 1989), the Florida panther (Felis concolor
coryi) (Seal and Lacy 1989), the eastern barred bandicoot (Perameles gunnii) (Lacy and
Clark 1990; Maguire et al. 1990), the lion tamarins (Leontopithecus rosalia ssp.) (Seal
et al. 1990), the brush-tailed rock-wallaby (Petrogale penicillata penicillata) (Hill 1991),
the mountain pygmy-possum (Burramys parvus), Leadbeater’s possum (Gymnobelideus
leadbeateri), the long-footed potoroo (Potorous longipes), the orange-bellied parrot
(Neophema chrysogaster) and the helmeted honeyeater (Lichenostomus melanops cassidix)
(Clark et al. 1991), the whooping crane (Grus americana) (Mirande et al. 1993), the Tana
River crested mangabey (Cercocebus galeritus galeritus) and the Tana River red colobus
(Colobus badius rufomitratus) (Seal et al. 1991), and the black rhinoceros (Diceros bicornis)
(Foose et al. 1992). In some of these PVAs, modelling with VORTEX has made clear the
insufficiency of past management plans to secure the future of the species, and alternative
strategies were proposed, assessed and implemented. For example, the multiple threats to the
Florida panther in its existing habitat were recognised as probably insurmountable, and a
captive breeding effort has been initiated for the purpose of securing the gene pool and
providing animals for release in areas of former habitat. PVA modelling with VORTEX has
often identified a single threat to which a species is particularly vulnerable. The small but
growing population of Puerto Rican parrots was assessed to be secure, except for the risk
of population decimation by hurricane. Recommendations were made to make available
secure shelter for captive parrots and to move some of the birds to a site distant from the
wild flock, in order to minimise the damage that could occur in a catastrophic storm.
These recommended actions were only partly implemented when, in late 1989, a hurricane
killed many of the wild parrots. The remaining population of about 350 Tana River red
colobus were determined by PVA to be so fragmented that demographic and genetic
processes within the 10 subpopulations destabilised population dynamics. Creation of
habitat corridors may be necessary to prevent extinction of the taxon. In some cases, PVA
modelling has been reassuring to managers: analysis of black rhinos in Kenya indicated that
many of the populations within sanctuaries were recovering steadily. Some could soon be
used to provide animals for re-establishment or supplementation of populations previously
eliminated by poaching. For some species, available data were insufficient to allow definitive
PVA with VORTEX. In such cases, the attempt at PVA modelling has made apparent the
need for more data on population trends and processes, thereby helping to justify and guide
research efforts.

Description of VORTEX

Overview

The VORTEX computer simulation model is a Monte Carlo simulation of the effects of
deterministic forces, as well as demographic, environmental and genetic stochastic events,
on wildlife populations. VORTEX models population dynamics as discrete, sequential events
that occur according to probabilities that are random variables, following user-specified
distributions. The input parameters used by VORTEX are summarised in the first part of the
sample output given in the Appendix.

VORTEX simulates a population by stepping through a series of events that describe
an annual cycle of a typical sexually reproducing, diploid organism: mate selection.
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reproduction, mortality, increment of age by one year, migration among populations,
removals, supplementation, and then truncation (if necessary) to the carrying capacity.
The program was designed to model long-lived species with low fecundity, such as mammals,
birds and reptiles. Although it could and has been used in modelling highly fecund
vertebrates and invertebrates, it is awkward to use in such cases as it requires complete
specification of the percentage of females producing each possible clutch size. Moreover,
computer memory limitations often hamper such analyses. Although VORTEX iterates
life events on an annual cycle, a user could model ‘years’ that are other than 12 months’
duration. The simulation of the population is itself iterated to reveal the distribution of
fates that the population might experience.

Demographic Stochasticity

VORTEX models demographic stochasticity by determining the occurrence of probabilistic
events such as reproduction, litter size, sex determination and death with a pseudo-random
number generator. The probabilities of mortality and reproduction are sex-specific and
pre-determined for each age class up to the age of breeding. It is assumed that reproduction
and survival probabilities remain constant from the age of first breeding until a specified
upper limit to age is reached. Sex ratio at birth is modelled with a user-specified constant
probability of an offspring being male. For each life event, if the random value sampled
from the uniform O0-1 distribution falls below the probability for that year, the event is
deemed to have occurred, thereby simulating a binomial process.

The source code used to generate random numbers uniformly distributed between 0 and
1 was obtained from Maier (1991), according to the algorithm of Kirkpatrick and Stoll.
(1981). Random deviates from binomial distributions, with mean p and standard deviation
s, are obtained by first determining the integral number of binomial trials, N, that would
produce the value of s closest to the specified value, according to

N=p(1-p)/s*.

N binomial trials are then simulated by sampling from the uniform 0-1 distribution to
obtain the desired result, the frequency or proportion of successes. If the value of N
determined for a desired binomial distribution is larger than 25, a normal approximation is
used in place of the binomial distribution. This normal approximation must be truncated
at 0 and at 1 to allow use in defining probabilities, although, with such large values of
N, s is small relative to p and the truncation would be invoked only rarely. To avoid
introducing bias with this truncation, the normal approximation to the binomial (when used)
is truncated symmetrically around the mean. The algorithm for generating random numbers
from a unit normal distribution follows Latour (1986).

VORTEX can model monogamous or polygamous mating systems. In a monogamous
system, a relative scarcity of breeding males may limit reproduction by females. In poly-
gamous or monogamous models, the user can specify the proportion of the adult males in
the breeding pool. Males are randomly reassigned to the breeding pool each year of the
simulation, and all males in the breeding pool have an equal chance of siring offspring.

The ‘carrying capacity’, or the upper limit for population size within a habitat, must be
specified by the user. VORTEX imposes the carrying capacity via a probabilistic truncation
whenever the population exceeds the carrying capacity. Each animal in the population has
an equal probability of being removed by this truncation. -

Environmental Variation

VORTEX can model annual fluctuations in birth and death rates and in carrying capacity
as might result from environmental variation. To model environmental variation, each
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demographic parameter is assigned a distribution with a mean and standard deviation that
is specified by the user. Annual fluctuations in probabilities of reproduction and mortality
are modelled as binomial distributions. Environmental variation in carrying capacity is
modelled as a normal distribution. The variance across years in the frequencies of births
and deaths resulting from the simulation model (and in real populations) will have two
components: the demographic variation resulting from a binomial sampling around the mean
for each year, and additional fluctuations due to environmental variation and catastrophes
(see Fig. 1 and section on The Dynamics of Small Populations, above).

Data on annual variations in birth and death rates are important in determining the
probability of extinction, as they influence population stability (Goodman 1987). Unfor-
tunately, such field information is rarely available (but see Fig. 1). Sensitivity testing, the
examination of a range of values when the precise value of a parameter is unknown,
can help to identify whether the unknown parameter is important in the dynamics of a
population.

Catastrophes

Catastrophes are modelled in VORTEX as random events that occur with specified
probabilities. Any number of types of catastrophes can be modelled. A catastrophe will
occur if a randomly generated number between zero and one is less than the probability of
occurrence. Following a catastrophic event, the chances of survival and successful breeding
for that simulated year are multiplied by severity factors. For example, forest fires might
occur once in 50 years, on average, killing 25% of animals, and reducing breeding by
survivors by 50% for the year. Such a catastrophe would be modelled as a random event
with 0-02 probability of occurrence each year, and severity factors of 0-75 for survival
and 0-50 for reproduction.

Genetic Processes

Genetic drift is modelled in VORTEX by simulation of the transmission of alleles at a
hypothetical locus. At the beginning of the simulation, each animal is assigned two unique
alleles. Each offspring is randomly assigned one of the alleles from each parent. Inbreeding
depression is modelled as a loss of viability during the first year of inbred animals. The
impacts of inbreeding are determined by using one of two models available within VORTEX:
a Recessive Lethals model or a Heterosis model.

In the Recessive Lethals model, each founder starts with one unique recessive lethal allele
and a unique, dominant non-lethal allele. This model approximates the effect of inbreeding
if each individual in the starting population had one recessive lethal allele in its genome.
The fact that the simulation program assumes that all the lethal alleles are at the same
locus has a very minor impact on the probability that an individual will die because of
homozygosity for one of the lethal alleles. In the model, homozygosity for different lethal
alleles are mutually exclusive events, whereas in a muiltilocus model an individual could be
homozygous for several lethal alleles simultaneously. By virtue of the death of individuals
that are homozygous for lethal alleles, such alleles would be removed slowly by natural
selection during the generations of a simulation. This reduces the genetic variation present
in the population relative to the case with no inbreeding depression, but also diminishes
the subsequent probability that inbred individuals will be homozygous for a lethal allele.
This model gives an optimistic reflection of the impacts of inbreeding on many species,
as the median number of lethal equivalents per diploid genome observed for mammalian
populations is about three (Ralls et al. 1988).

The expression of fully recessive deleterious alleles in inbred organisms is not the only
genetic mechanism that has been proposed as a cause of inbreeding depression. Some or
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most of the effects of inbreeding may be a consequence of superior fitness of heterozygotes
(heterozygote advantage or ‘heterosis’). In the Heterosis model, all homozygotes have
reduced fitness compared with heterozygotes. Juvenile survival is modelled according to the
logarithmic model developed by Morton et al. (1956):

InS=A4-BF

in which S is survival, F is the inbreeding coefficient, A4 is the logarithm of survival in the
absence of inbreeding, and B is a measure of the rate at which survival decreases with
inbreeding. B is termed the number of ‘lethal equivalents’ per haploid genome. The number
of lethal equivalents per diploid genome, 2B, estimates the number of lethal alleles per
individual in the population if all deleterious effects of inbreeding were due to recessive
lethal alleles. A population in which inbreeding depression is one lethal equivalent per
diploid genome may have one recessive lethal allele per individual (as in the Recessive
Lethals model, above), it may have two recessive alleles per individual, each of which confer
a 50% decrease in survival, or it may have some other combination of recessive deleterious
alleles that equate in effect with one lethal allele per individual. Unlike the situation with
fully recessive deleterious alleles, natural selection does not remove deleterious alleles at
heterotic loci because all alleles are deleterious when homozygous and beneficial when
present in heterozygous combination with other alleles. Thus, under the Heterosis model,
the impact of inbreeding on survival does not diminish during repeated generations of
inbreeding.

Unfortunately, for relatively few species are data available to allow estimation of the
effects of inbreeding, and the magnitude of these effects varies considerably among species
(Falconer 1981; Ralls et al. 1988; Lacy et al. 1993). Moreover, whether a Recessive Lethals
model or a Heterosis model better describes the underlying mechanism of inbreeding
depression and therefore the response to repeated generations of inbreeding is not well-
known (Brewer ef al. 1990), and could be determined empirically only from breeding studies
that span many generations. Even without detailed pedigree data from which to estimate the
number of lethal equivalents in a population and the underlying nature of the genetic load
(recessive alleles or heterosis), applications of PVA must make assumptions about the
effects of inbreeding on the population being studied. In some cases, it might be considered
appropriate to assume that an inadequately studied species would respond to inbreeding in
accord with the median (3- 14 lethal equivalents per diploid) reported in the survey by Ralls
et al. (1988). In other cases, there might be reason to make more optimistic assumptions
(perhaps the lower quartile, 0-90 lethal equivalents), or more pessimistic assumptions
(perhaps the upper quartile, 5-62 lethal equivalents).

Deterministic Processes

VORTEX can incorporate several deterministic processes. Reproduction can be specified
to be density-dependent. The function relating the proportion of adult females breeding
each year to the total population size is modelled as a fourth-order polynomial, which
can provide a close fit to most plausible density-dependence curves. Thus, either positive
population responses to low-density or negative responses (e.g. Allee effects), or more
complex relationships, can be modelled.

Populations can be supplemented or harvested for any number of years in each
simulation. Harvest may be culling or removal of animals for translocation to another
(unmodelled) population. The numbers of additions and removals are specified according
to the age and sex of animals. Trends in the carrying capacity can also be modelled in
VORTEX, specified as an annual percentage change. These changes are modelled as linear,
rather than geometric, increases or decreases.
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Migration among Populations

VORTEX can model up to 20 populations, with possibly distinct population parameters.
Each pairwise migration rate is specified as the probability of an individual moving from
one population to another. This probability is independent of the age and sex. Because
of between-population migration and managed supplementation, populations can be
recolonised. VORTEX tracks the dynamics of local extinctions and recolonisations through
the simulation.

Output

VORTEX outputs (1) probability of extinction at specified intervals (e.g., every 10 years
during a 100-year simulation), (2) median time to extinction if the population went extinct
in at least 50% of the simulations, (3) mean time to extinction of those simulated popu-
lations that became extinct, and (4) mean size of, and genetic variation within, extant
populations (see Appendix and Lindenmayer et al. 1993).

Standard deviations across simulations and standard errors of the mean are reported for
population size and the measures of genetic variation. Under the assumption that extinction
of independently replicated populations is a binomial process, the standard error of the
probability of extinction (SE) is reported by VORTEX as

SE(p)=N[px(1-p)/n],

in which the frequenc_y of extinction was p over n simulated populations. Demographic
and genetic statistics are calculated and reported for each subpopulation and for the
metapopulation.

Availability of the VORTEX Simulation Program

VORTEX Version 5.1 is written in the C programming language and compiled with the
Lattice 80286C Development System (Lattice Inc.) for use on microcomputers using the
MS-DOS (Microsoft Corp.) operating system. Copies of the compiled program and a manual
for its use are available for nominal distribution costs from the Captive Breeding Specialist
Group (Species Survival Commission, I[UCN), 12101 Johnny Cake Ridge Road, Apple
Valley, Minnesota 55124, U.S.A. The program has been tested by many workers, but cannot
be guaranteed to be error-free. Each user retains responsibility for ensuring that the program
does what is intended for each analysis.

Sequence of Program Flow

(1) The seed for the random number generator is initialised with the number of seconds
elapsed since the beginning of the 20th century.

(2) The user is prompted for input and output devices, population parameters, duration
of simulation, and number of interations.

(3) The maximum allowable populauon size (necessary for preventing memory over-
flow) is calculated as
Nogr = (K +35)xX(1+L)

in which K is the maximum carrying capacity (carrying capacity can be specified to change
linearly for a number of years in a smulation, so the maximum carrying capacity can be
greater than the initial carrying capacity), s is the annual environmental variation in the
carrying capacity expressed as a standard deviation, and L is the specified maximum litter
size. It is theoretically possible, but very unlikely, that a simulated population will exceed
the calculated Nq,. If this occurs then the program will give an error message and abort.
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(4) Memory is allocated for data arrays. If insufficient memory is available for data
arrays then N,,, is adjusted downward to the size that can be accommodated within the
available memory and a warning message is given. In this case it is possible that the analysis
may have to be terminated because the simulated population exceeds N,,,,. Because N,,qe
is often several-fold greater than the likely maximum population size in a simulation, a
warning it has been adjusted downward because of limiting memory often will not hamper
the analyses. Except for limitations imposed by the size of the computer memory (VORTEX
can use extended memory, if available), the only limit to the size of the analysis is that no
more than 20 populations exchanging migrants can be simulated.

(5) The expected mean growth rate of the population is calculated from mean birth
and death rates that have been entered. Algorithms follow cohort life-table analyses (Ricklefs
1979). Generation time and the expected stable age distribution are also estimated. Life-
table estimations assume no limitation by carrying capacity, no limitation of mates, and no
loss of fitness due to inbreeding depression, and the estimated intrinsic growth rate assumes
that the population is at the stable age distribution. The effects of catastrophes are
incorporated into the life-table analysis by using birth and death rates that are weighted
averages of the values in years with and without catastrophes, weighted by the probability
of a catastrophe occurring or not occurring.

(6) Iterative simulation of the population proceeds via steps 7-26 below. For exploratory
modelling, 100 iterations are usually sufficient to reveal gross trends among sets of simu-
lations with different input parameters. For more precise examination of population
behaviour under various scenarios, 1000 or more simulations should be used to minimise
standard errors around mean results.

(7) The starting population is assigned an age and sex structure. The user can specify
the exact age-sex structure of the starting population, or can specify an initial population
size and request that the population be distributed according to the stable age distribution
calculated from the life table. Individuals in the starting population are assumed to be
unrelated. Thus, inbreeding can occur only in second and later generations.

(8) Two unique alleles at a hypothetical genetic locus are assigned to each individual
in the starting population and to each individual supplemented to the population during
the simulation. VORTEX therefore uses an infinite alleles model of genetic variation. The
subsequent fate of genetic variation is tracked by reporting the number of extant alleles
each year, the expected heterozygosity or gene diversity, and the observed heterozygosity.
The expected heterozygosity, derived from the Hardy-Weinberg equilibrium, is given by

H,=1-Z(p}),

in which p; is the frequency of allele i in the population. The observed heterozygosity is
simply the proportion of the individuals in the simulated population that are heterozygous.
Because of the starting assumption of two unique alleles per founder, the initial population
has an observed heterozygosity of 1-0 at the hypothetical locus and only inbred animals can
become homozygous. Proportional loss of heterozygosity by means of random genetic drift
is independent of the initial heterozygosity and allele frequencies of a population (assuming
that the initial value was not zero) (Crow and Kimura 1970), so the expected heterozygosity
remaining in a simulated population is a useful metric of genetic decay for comparison
across scenarios and populations. The mean observed heterozygosity reported by VORTEX is
the mean inbreeding coefficient of the population.

(9) The user specifies one of three options for modelling the effect of inbreeding:
(a) no effect of inbreeding on fitness, that is, all alleles are selectively neutral, (b) each
founder individual has one unique lethal and one unique non-lethal allele (Recessive Lethals
option), or (c) first-year survival of each individual is exponentially related to its inbreeding
coefficient (Heterosis option). The first case is clearly an optimistic one, as almost all diploid
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populations studied intensively have shown deleterious effects of inbreeding on a variety of
fitness components (Wright 1977; Falconer 1981). Each of the two models of inbreeding
depression may also be optimistic, in that inbreeding is assumed to have an impact only on
first-year survival. The Heterosis option allows, however, for the user to specify the severity
of inbreeding depression on juvenile survival.

(10) Years are iterated via steps 11-25 below.

(11) The probabilities of females producing each possible litter size are adjusted to
account for density dependence of reproduction (if any).

(12) Birth rate, survival rates and carrying capacity for the year are adjusted to model
environmental variation. Environmental variation is assumed to follow binomial distributions
for birth and death rates and a normal distribution for carrying capacity, with mean rates
and standard deviations specified by the user. At the outset of each year a random number
is drawn from the specified binomial distribution to determine the percentage of females
producing litters. The distribution of litter sizes among those females that do breed is main-
tained constant. Another random number is drawn from a specified binomial distribution
to model the environmental variation in mortality rates. If environmental variations in
reproduction and mortality are chosen to be correlated, the random number used to specify
mortality rates for the year is chosen to be the same percentile of its binomial distribution
as was the number used to specify reproductive rate. Otherwise, a new random number is
drawn to specify the deviation of age- and sex-specific mortality rates for their means.
Environmental variation across years in mortality rates is always forced to be correlated
among age and sex classes.

The carrying capacity (K) of the year is determined by first increasing or decreasing the
carrying capacity at year 1 by an amount specified by the user to account for linear changes
over time. Environmental variation in X is then imposed by drawing a random number
from a normal distribution with the specified values for mean and standard deviation.

(13)  Birth rates and survival rates for the year are adjusted to model any catastrophes
determined to have occurred in that year.

(14) Breeding males are selected for the year. A male of breeding age is placed into the
pool of potential breeders for that year if a random number drawn for that male is less than
the proportion of breeding-age males specified to be breeding.

(15) For each female of breeding age, a mate is drawn at random from the pool of
breeding males for that year. The size of the litter produced by that pair is determined
by comparing the probabilities of each potential litter size (including litter size of 0, no
breeding) to a randomly drawn number. The offspring are produced and assigned a sex by
comparison of a random number to the specified sex ratio at birth. Offspring are assigned,
at random, one allele at the hypothetical genetic locus from each parent.

(16) If the Heterosis option is chosen for modelling inbreeding depression, the genetic
kinship of each new offspring to each other living animal in the population is determined.
The kinship between a new animal, A4, and another existing animal, B is

J48=0"5X(fpp+Spp)

in which f; is the kinship between animals / and j, M is the mother of A, and P is the
father of A. The inbreeding coefficient of each animal is equal to the kinship between its
parents, F=fyp, and the kinship of an animal to itself is f,,=0-5x (1 + F). [See Ballou
(1983) for a detailed description of this method for calculating inbreeding coefficients.]
(17) The survival of each animal is determined by comparing a random number to the
survival probability for-that animal. In the absence of inbreeding depression, the survival
probability is given by the age and sex-specific survival rate for that year. If the Heterosis
model of inbreeding depression is used and an individual is inbred, the survival probability
is multiplied by e~°F in which b is the number of lethal equivalents per haploid genome.
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If the Recessive Lethals model is used, all offspring that are homozygous for a lethal allele
are killed.

(18) The age of each animal is incremented by 1, and any animal exceeding the
maximum age is killed.

(19) If more than one population is being modelled, migration among populations
occurs stochastically with specified probabilities.

(20) If population harvest is to occur that year, the number of harvested individuals of
each age and sex class are chosen at random from those available and removed. If the
number to be removed do not exist for an age-sex class, VORTEX continues but reports that
harvest was incomplete.

(21) Dead animals are removed from the computer memory to make space for future
generations.

(22) If population supplementation is to occur in a particular year, new individuals of
the specified age class are created. Each immigrant is assigned two unique alleles, one of
which will be a recessive lethal in the Recessive Lethals model of inbreeding depression.
Each immigrant is assumed to be genetically unrelated to all other individuals in the
population.

(23) The population growth rate is calculated as the ratio of the population size in the
current year to the previous year.

(24) If the population size (N) exceeds the carrying capacity (K) for that year, additional
mortality is imposed across all age and sex classes. The probability of each animal dying
during this carrying capacity truncation is set to (N—K)/N, so that the expected population
size after the additional mortality is K.

(25) Summary statistics on population size and genetic variation are tallied and reported.
A simulated population is determined to be extinct if one of the sexes has no representatives.

(26) Final population size and genetic variation are determined for the simulation.

(27) Summary statistics on population size, genetic variation, probability of extinction,
and mean population growth rate, are calculated across iterations and printed out.

Assumptions Underpinning VORTEX

It is impossible to simulate the complete range of complex processes that can have an
impact on wild populations. As a result there are necessarily a range of mathematical and
biological assumptions that underpin any PVA program. Some of the more important
assumptions in VORTEX include the following.

(1) Survival probabilities are density independent when population size is less than
carrying capacity. Additional mortality imposed when the population exceeds K affects all
age and sex classes equally.

(2) The relationship between changes in population size and genetic variability are
examined for only one locus. Thus, potentially complex interactions between genes located
on the same chromosome (linkage disequilibrium) are ignored. Such interactions are typically
associated with genetic drift in very small populations, but it is unknown if, or how, they
would affect population viability.

(3) All animals of reproductive age have an equal probability of breeding. This ignores
the likelihood that some animals within a population may have a greater probability of
breeding successfully, and breeding more often, than other individuals. If breeding is not
at random among those in the breeding pool, then decay of genetic variation and inbreeding
will occur more rapidly than in the model.
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(4) The life-history attributes of a population (birth, death, migration, harvesting,
supplementation) are modelled as a sequence of discrete and therefore seasonal events. How-
ever, such events are often continuous through time and the model ignores the possibility
that they may be aseasonal or only partly seasonal.

(5) The genetic effects of inbreeding on a population are determined in VORTEX by
using one of two possible models: the Recessive Lethals model and the Heterosis model.
Both models have attributes likely to be typical of some populations, but these may vary
within and between species (Brewer et al. 1990). Given this, it is probable that the impacts
of inbreeding will fall between the effects of these two models. Inbreeding is assumed to
depress only one component of fitness: first-year survival. Effects on reproduction could
be incorporated into this component, but longer-term impacts such as increased disease
susceptibility or decreased ability to adapt to environmental change are not modelled.

(6) The probabilities of reproduction and mortality are constant from the age of first
breeding until an animal reaches the maximum longevity. This assumes that animals continue
to breed until they die.

(7) A simulated catastrophe will have an effect on a population only in the year that
the event occurs.

(8) Migration rates among populations are independent of age and sex.

(9) Complex, interspecies interactions are not modelled, except in that such community
dynamics might contribute to random environmental variation in demographic parameters.
For example, cyclical fluctuations caused by predator-prey interactions cannot be modelled
by- VORTEX.

Discussion
Uses and Abuses of Simulation Modelling for PVA

Computer simulation modelling is a tool that can allow crude estimation of the prob-
ability of population extinction, and the mean population size and amount of genetic
diversity, from data on diverse interacting processes. These processes are too complex to
be integrated intuitively and no analytic solutions presently, or are likely to soon, exist.
PVA modelling focuses on the specifics of a population, considering the particular habitat,
threats, trends, and time frame of interest, and can only be as good as the data and the
assumptions input to the model (Lindenmayer et al. 1993). Some aspects of population
dynamics are not modelled by VORTEX nor by any other program now available. In
particular, models of single-species dynamics, such as VORTEX, are inappropriate for use
on species whose fates are strongly determined by interactions with other species that are
in turn undergoing complex (and perhaps synergistic) population dynamics. Moreover,
VORTEX does not model many conceivable and perhaps important interactions among
variables. For example, loss of habitat might cause secondary changes in reproduction,
mortality, and migration rates, but ongoing trends in these parameters cannot be simulated
with VORTEX. It is important to stress that PVA does not predict in general what will
happen to a population; PVA forecasts the likely effects only of those factors incorporated
into the model.

Yet, the use of even simplified computer models for PVA can provide more accurate
predictions about population dynamics than the even more crude techniques available
previously, such as calculation of expected population growth rates from life tables. For the
purpose of estimating extinction probabilities, methods that assess only deterministic factors
are almost certain to be inappropriate, because populations near extinction will commonly
be so small that random processes dominate deterministic ones. The suggestion by Mace and
Lande (1991) that population viability be assessed by the application of simple rules (e.g.,
a taxon be considered Endangered if the total effective population size is below 50 or the
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total census size below 250) should be followed only if knowledge is insufficient to allow
more accurate quantitative analysis. Moreover, such preliminary judgments, while often
important in stimulating appropriate corrective measures, should signal, not obviate, the
need for more extensive investigation and analysis of population processes, trends and
threats.

Several good population simulation models are available for PVA. They differ in
capabilities, assumptions and ease of application. The ease of application is related to the
number of simplifying assumptions and inversely related to the flexibility and power of
the model. It is unlikely that a single or even a few simulation models will be appropriate
for all PVAs. The VORTEX program has some capabilities not found in many other
population simulation programs, but is not as flexible as are some others (e.g., GAPPS;
Harris et al. 1986). VORTEX is user-friendly and can be used by those with relatively little
understanding of population biology and extinction processes, which is both an advantage
and a disadvantage.

Testing Simulation Models

Because many population processes are stochastic, a PVA can never specify what will
happen to a population. Rather, PVA can provide estimates of probability distributions
describing possible fates of a population. The fate of a given population may happen to fall
at the extreme tail of such a distribution even if the processes and probabilities are assessed
precisely. Therefore, it will often be impossible to test empirically the accuracy of PVA
results by monitoring of one or a few threatened populations of interest. Presumably, if a
population followed a course that was well outside of the range of possibilities predicted by
a model, that model could be rejected as inadequate. Often, however, the range of plausible
fates generated by PVA is quite broad.

Simulation programs can be checked for internal consistency. For example, in the absence
of inbreeding depression and other confounding effects, does the simulation model predict
an average long-term growth rate similar to that determined from a life-table calculation?
Beyond this, some confidence in the accuracy of a simulation model can be obtained by
comparing observed fluctuations in population numbers to those generated by the model,
thereby comparing a data set consisting of tens to hundreds of data points to the results
of the model. For example, from 1938 to 1991, the wild population of whooping cranes
had grown at a mean exponential rate, r, of 0-040, with annual fluctuations in the growth
rate, SD (), of 0-141 (Mirande er al. 1993). Life-table analysis predicted an r of 0-052.
Simulations using VORTEX predicted an r of 0-046 into the future, with a SD (r) of 0-081.
The lower growth rate projected by the stochastic model reflects the effects of inbreeding
and perhaps imbalanced sex ratios among breeders in the simulation, factors that are not
considered in deterministic life-table calculations. Moreover, life-table analyses use mean
birth and death rates to calculate a single estimate of the population growth rate. When
birth and death rates are fluctuating, it is more appropriate to average the population
growth rates calculated separately from birth and death rates for each year. This mean
growth rate would be lower than the growth rate estimated from mean life-table values.

When the simulation model was started with the 18 cranes present in 1938, it projected
a population size in 1991 (V +SD =151 +123) almost exactly the same as that observed
(N=146). The large variation in population size across simulations, however, indicates that
very different fates (including extinction) were almost equally likely. The model slightly
underestimated the annual fluctuations in population growth [model SD (r)=0-112 v.
actual SD (r)=0-141]. This may reflect a lack of full incorporation of all aspects of
stochasticity into the model, or it may simply reflect the sampling error inherent in stochastic
phenomena. Because the data input to the model necessarily derive from analysis of past
trends, such retrospective analysis should be viewed as a check of consistency, not as proof
that the model correctly describes current population dynamics. Providing another confir-
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mation of consistency, both deterministic calculations and the simulation model project an
over-wintering population of whooping cranes consisting of 12% juveniles (less than 1 year
of age), while the observed frequency of juveniles at the wintering grounds in Texas has
averaged 13%.

Convincing evidence of the accuracy, precision and usefulness of PVA simulation models
would require comparison of model predictions to the distribution of fates of many replicate
populations. Such a test probably cannot be conducted on any endangered species, but could
and should be examined in experimental non-endangered populations. Once simulation
models are determined to be sufficiently descriptive of population processes, they can guide
management of threatened and endangered species (see above and Lindenmayer et al. 1993).
The use of PVA modelling as a tool in an adaptive management framework (Clark ef al.
1990) can lead to increasingly effective species recovery efforts as better data and better
models allow more thorough analyses.

Directions for Future Development of PVA Models

The PVA simulation programs presently available model life histories as a series of
discrete (seasonal) events, yet many species breed and die throughout much of the year.
Continuous-time models would be more realistic and could be developed by simulating the
time between life-history events as a random variable. Whether continuous-time models
would significantly improve the precision of population viability estimates is unknown.
Even more realistic models might treat some life-history events (e.g., gestation, lactation) as
stages of specified duration, rather than as instantaneous events.

Most PVA simulation programs were designed to model long-lived, low fecundity
(K-selected) species such as mammals, birds and reptiles. Relatively little work has been
devoted to developing models for short-lived, high-fecundity (r-selected) species such as
many amphibians and insects. Yet, the viability of populations of r-selected species may be
highly affected by stochastic phenomena, and r-selected species may have much greater
minimum viable populations than do most K-selected species. Assuring viability of K-selected
species in a community may also afford adequate protection for r-selected species, however,
because of the often greater habitat-area requirements of large vertebrates. Populations of
r-selected species are probably less affected by intrinsic demographic stochasticity because
large numbers of progeny will minimise random fluctuations, but they are more affected by
environmental variations across space and time. PVA models designed for r-selected species
would probably model fecundity as a continuous distribution, rather than as a completely
specified discrete distribution of litter or clutch sizes; they might be based on life-history
stages rather than time-increment ages; and they would require more detailed and accurate
description of environmental fluctuations than might be required for modelling K-selected
species. :

The range of PVA computer simulation models becoming available is important because
the different assumptions of the models provide capabilities for modelling diverse life
histories. Because PVA models always simplify the life history of a species, and because the
assumptions of no model are likely to match exactly our best understanding of the dynamics
of a population of interest, it will often be valuable to conduct PVA modelling with several
simulation programs and to compare the results. Moreover, no computer program can be
guaranteed to be free of errors. There is a need for researchers to compare results from
different PVA models when applied to the same analysis, to determine how the different
assumptions affect conclusions and to cross-validate algorithms and computer code.
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Appendix. Sample Output from VORTEX
Explanatory comments are added in italics

VORTEX —simulation of genetic and demographic stochasticity
TEST Simulation label and output file name
Fri Dec 20 09:21:18 1991

2 population(s) simulated for 100 years, 100 runs

VORTEX first lists the input parameters used in the simulation:
HETEROSIS model of inbreeding depression
with 3-14 lethal equivalents per diploid genome

Migration matrix:

1 2
1 0-9900 0-0100 ) i.e. 1% probability of migration from
2 0-0100 0-9900 Population 1 to 2, and from Population 2 to 1

First age of reproduction for females: 2 for males: 2
Age of senescence (death): 10
Sex ratio at birth (proportion males): 0-5000

Population 1:

Polygynous mating; 50-00 per cent of adult males in the breeding pool.
Reproduction is assumed to be density independent.
50-00 (EV =12-50 SD) per cent of adult females produce litters of size 0
25-00 per cent of adult females produce litters of size 1
25-00 per cent of adult females produce litters of size 2
EV is environmental variation
50:00 (EV=20-41 SD) per cent mortality of females between ages 0 and 1
10:00 (EV =3-00 SD) per cent mortality of females between ages 1 and 2
10:00 (EV=3-00 SD) per cent annual mortality of adult females (2<=age<=10)
50-00 (EV =20-41 SD) per cent mortality of males between ages 0 and 1
10-00 (EV =3-00 SD) per cent mortality of males between ages 1 and 2
10-00 (EV =300 SD) per cent annual mortality of adult males (2<=age<=10)



VORTEX: A Model for Population Viability Analysis

EVs have been adjusted to closest values possible for binomial distribution.
EV in reproduction and mortality will be correlated.

Frequency of type 1 catastrophes: 1-000 per cent
with 0-500 multiplicative effect on reproduction
and 0-750 multiplicative effect on survival

Frequency of type 2 catastrophes: 1-000 per cent
with 0-500 multiplicative effect on reproduction
and 0-750 multiplicative effect on survival

Initial size of Population 1: (set to reflect stable age distribution)

Age 1 2 3 4 5 6 7 8 9 10 Total
1 0 1 1 0 1 0 0 1 0 5 Males
1 0 1 1 0 1 0 0 1 0 5 Females
Carrying capacity =50 (EV=0-00 SD)
with a 10:000 per cent decrease for S years.

Animals harvested from population 1, year 1 to year 10 at 2 year intervals:
1 females 1 years old
1 female adults 2<=age<=10)
1 males 1 years old
1 male adults 2<=age<=10)

Animals added to population I, year 10 through year 50 at 4 year intervals:
1 females 1 years old
1 females 2 years old
1 males 1 years old
1 males 2 years old

Input values are summarised above, results follow.

VORTEX now reports life-table calculations of expected population growth rate.

63

Deterministic population growth rate (based on females, with assumptions of no limitation of mates

and no inbreeding depression):
r=-0-001 lambda =0-999 RO =0-997
Generation time for: females=5-28 males=5-28

Note that the deterministic life-1able calculations project approximately zero population growth for

this population.

Stable age distribution: Age class females males

0 0-119 0-119
0-059 0-059

|

2 0-053 0-053
3 0-048 0-048
4 0-043 0-043
s 0-038 0-038
6 0-034 0-034
? 0-031 0-031
R 0 028 0-028
9 0 02s 0-025

10 0 022 0-022
Ratio of adult (>=2) males to adult ( > = 2) females: 1-000

Population 2:

Input parameters for Population 2 were identical to those for Population 1.
Output would repeat this information from above.

Simulation results follow.
Populationl



64 R. C. Lacy

Year 10
N[Extinct] = 0, P[E]=0-000
N(Surviving] = 100, P[S] =1-000
Population size = 4-36 (0-10 SE, 1-01 SD)

Expected heterozygosity = 0-880 (0-001 SE, 0-012 SD)
Observed heterozygosity = 1-000 (0-000 SE, 0-000 SD)
Number of extant alleles= 8-57 (0-15 SE, 1:50 SD)

Population summaries given, as requested by user, at 10-year intervals.
Year 100

N([Extinct]= 86, P[E]=0-860

N{Surviving] = 14, P[S] =0-140

Population size= 8-14 (1-27 SE, 4:74 SD)

Expected heterozygosity= 0-577 (0-035 SE, 0-130 SD)

Observed heterozygosity= 0-753 (0-071 SE, 0-266 SD)

Number of extant alleles= 3-14 (0-35 SE, 1:29 SD)

In 100 simulations of 100 years of Populationl:
86 went extinct and 14 survived.
This gives a probability of extinction of 0-8600 (0-0347 SE),
or a probability of success of 0-1400 (0-0347 SE).
99 simulations went extinct at least once.
Median time to first extinction was § years.
Of those going extinct,
mean time to first extinction was 7-84 years (1-36 SE, 13-52 SD).
123 recolonisations occurred.
Mean time to recolonisation was 4-22 years (0-23 SE, 2-55 SD).
110 re-extinctions occurred.
Mean time to re-extinction was 54-05 years (2-81 SE, 29-52 SD).

Mean final population for successful cases was 8-14 (1-27 SE, 4-74 SD)
Age | Adults Total
0-14 3-86 4-00 Males
0-36 3-79 4-14 Females
During years of harvest and/or supplementation
mean growth rate (r) was 0-0889 (0-0121 SE, 0-4352 SD)
Without harvest/supplementation, prior to carrying capacity truncation,
mean growth rate (r) was —0-0267 (0-0026 SE, 0-2130 SD)
Population growth in the simulation (r= —0-0267) was depressed relative to the projected growth rate
calculated from the life table (r=—0-001) because of inbreeding depression and occasional lack of
available mates.
Note: 497 of 1000 harvests of males and 530 of 1000 harvests of females could not be completed
because of insufficient animals.
Final expected heterozygosity was 0-5768 (0-0349 SE, 0-1305 SD)
Final observed heterozygosity was 0-7529 (0-0712 SE, 0-2664 SD)
Final number of alleles was 3-14 (0-35SE, 1:29SD)

Population2
Similar results for Population 2, omitted from this Appendix, would JSollow.

sessssse  Metapopulation Summary ********

Year 10
N[Extinct] = 0, P[E]=0-000
NiSurviving] = 100, P[S] =1-000
Population size= 8:65 (0-16 SE, 1-59 SD)

Expected heterozygosity=  0-939 (0-000 SE, 0-004 SD)
Observed heterozygosity= 1-000 (0-000 SE, 0-000 SD)
Number of extant alleles= 16-92 (0-20 SE, 1-96 SD)
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Metapopulation summaries are given at 10-year intervals.

Year 100
N[Extinct]= 79, P[E]=0-790
N[Surviving] = 21, P[S] =0-210
Population size= 10-38 (1-37 SE, 6-28 SD)
Expected heterozygosity=  0-600 (0-025 SE, 0-115 SD)
Observed heterozygosity=0-701 (0-050 SE, 0-229 SD)
Number of extant alleles= 3:57 (0-30 SE, 1-36 SD)

In 100 simulations of 100 years of Metapopulation:
79 went extinct and 21 survived.
This gives a probability of extinction of 0-7900 (0-0407 SE),
or a probability of success of 0-2100 (0-0407 SE).
97 simulations went extinct at least once.
Median time to first extinction was 7 years.
Of those going extinct,
mean time to first extinction was 11-40 years (2-05 SE, 20-23 SD).
91 recolonisations occurred.
Mean time to recolonisation was 3-75 years (0-15 SE, 1-45 SD).
73 re-extinctions occurred.
Mean time to re-extinction was 76-15 years (1-06 SE, 9-05 SD).

Mean final population for successful cases was 10-38 (1-37 SE, 6-28 SD)
“Agel Adults Total

0-48 4-71 5-19 Males

0-48 4-71 < 5-19 Females

During years of harvest and/or supplementation
mean growth rate (r) was 0-0545 (0-0128 SE, 0-4711 SD)

Without harvest/supplementation, prior to carrying capacity truncation,
mean growth rate (r) was —0-0314 (0-0021 SE, 0-1743 SD)

Final expected heterozygosity was 0-5997 (0-0251 SE, 0-1151 SD)
Final observed heterozygosity was 0-7009 (0-0499 SE, 0-2288 SD)
Final number of alleles was 3-57 (0-30 SE, 1-36 SD)
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